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|. More Experiments on PROMISE12

I.LA. More Results for Automatic Segmentation

Fig. 1 shows 15 subjects of quantitative segmentation results from PROMISE12 test dataset.
Noting that the prostate in apex and base regions of the entire MR volume is not easy to
segment, all prostate MR subjects are divided into 3 parts for fair: the apex subregion (30%),
mid subregion (40%), and base subregion (30%), respectively. Each subregion shows 5 slices
from different subjects. The magenta contours are the ground truths manually labeled
by the radiologists, and the yellow contours are the prediction results from the proposed
Surface-GCN. The DSC, RVD, HD, and ASD scores are also labeled on each segmentation
result. It could be observed that the proposed method achieves accurate results from all
three subregions. The prostate segmentation results on the entire PROMISE12 test set are

shown in Table 1.

|.B. Interactive Segmentation Results

Fig. 2b shows the IOU score for one prostate subject in the image volume wvs. the first 20
interactions on PROMISE12 test set. It can be observed that all three prostate subregions
reach higher segmentation accuracies with the increase of interactions. The IOU scores
increase from 88.9% to 90.1% of the whole gland after 7 clicks and increases from 90.1% to
91.1% after the rest 13 corrections.

Last edited Date :
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Figure 1: Qualitative results on PROMISE12 test dataset. Magenta contours are the ground
truths and the yellow contours are the automatic segmentation results from the proposed

Surface-GCN.
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Figure 2: (a) shows the averages on four abdominal organs at different thresholds 7. (b)
presents the number of clicks vs. IOU improvement on the entire prostate image volume.
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Table 1: Quantitative results on PROMISE12 test dataset.
CaselD DSCT (%) RVD (%) HDJ (mm) ASDJ (mm)
Whole Base Mid Apex Whole Base Mid Apex Whole Base Mid Apex Whole Base Mid Apex
1 9244 9242 96.17 8846 718 716 -632 -8.05 355 180 260 624 194 177 151 254
2 93.22 94.67 95.76 88.28 806 -6.15 -5.90 -12.68 383 381 238 568 169 131 1.37 246
3 9435 92.95 9643 93.59 723 82T -464 877 407 441 350 431 150 173 130 146
4 94.06 91.28 94.98 95.67 6.85 -648 -850 -5.28 515 544 532 466 184 233 193 123
5 9536 9348 97.18 95.68 397 521 -3.69 -2.95 208 245 209 171 109 130 094 1.02
6 96.25 95.72 97.67 95.08 L1l 469 -010  1.29 254 185 180 408 108 1.00 088 141
7 9543 9517 95.65 95.38 377 829 224 -1.28 311 3.04 275 365 114 101 1.28 1.08
8 9430 91.85 95.36 95.83 245 179 -683 -3.19 448 387 614 3.75 220 266 209 183
9 93.92 93.86 95.96 91.88 394 -243 206 1221 417 372 436 4.44 274 242 228  3.53
10 9354 90.84 96.01 94.14 296 379 -345 -9.32 653 837 557 546 270 342 168 280
1 93.77 9118 96.32 9411 381 -1371 -3.65 597 496 831 460 1.92 297 346 211  3.20
12 9207 90.35 97.03 87.74 1265 1420 -0.39 25.78 733 806 448 9.82 420 486 209 591
13 9205 90.90 95.07 89.41 031 -1352 -0.28 14.87 498 6.02 538 3.46 271 310 216 298
14 9550 9347 97.19 96.06 305 -7.64 -023 -0.81 406 556 3.15 3.32 200 258 152 1.82
15 9445 9405 9691 9295 372 011 -0.29 1055 540 4.87 228 828 221 205 139 2.99
16 9413 9319 9652 93.10 372 054 -021 -10.78 451 420 348 5.63 235 221 181 292
17 9539 9582 97.02 92.82 050 -285 -110 258 347 293 233 545 171 141 148 229
18 9584 9619 97.30 93.59 435 285 -1.66 -9.20 491 461 449 573 211 146 1.63 3.3
19 9555 96.75 9644 93.16 215 207 -433 051 337 259 444 281 188 132 200 228
20 9475 93.66 95.96 94.35 008 -241 546 -3.88 417 376 560  2.86 200 152 215 231
21 95.05 9453 97.11 93.98 103 329 024 631 657 624 525 7.89 194 194 148 228
22 9406 93.98 9559 92.56 456 624 -350 -3.95 615 566 668 6.10 259 210 223 345
23 9366 93.25 9550 92.18 1.94  -6.96 -0.28 13.06 250 240 210 3.00 127 113 1.09 158
24 9439 94.99 9459 93.60 448  -170 -9.66 -3.12 243 302 202 217 123 086 153 137
25 95.63 9529 96.97 94.14 171 137 054 506 242 182 279 254 087 089 071 1.06
2 9504 9457 96.33 93.87 211 -209 -027 930 272 172 239 412 129 099 110 181
27 0484 9221 9677 95.44 392 412 193 571 232 302 227 166 121 139 090 134
28 95.03 94.23 97.06 94.27 154 -351 153  6.60 230 342 167 165 097 1.02 066 1.16
20 9467 9284 9581 9493 317 529 -2.33 836 178 186 156 200 112 123 108 1.06
30 9585 95.65 97.21 94.18 226 486 121  1.06 171 180 110 243 084 071 061 1.27
Avg. 9449 9365 96.33 93.35 113 250 -193 L1l 392 402 349 423 185 184 150 219
Std. 109 172 079 223 327 587 334 891 152 197 157 208 076 095 051 1.07
Last edited Date : I.B. Interactive Segmentation Results
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. More Experiments on Abdomen Datasets

[I.LA. More Automatic for Abdomen

Datasets

Segmentation Results

Six subjects of quantitative segmentation results are shown in Columns 1-3 in Fig. 3. Col-
umn 4 shows the segmentation overlaid on the entire CT. Blue, green, orange, and cyan
contours denote the segmentation results of the left kidney, gallbladder, spleen, and esopha-
gus respectively. The magenta contours denote the corresponding ground truths. The DSC,

95%HD, and ASD scores are labeled on each result.

11.B.

More Experiments about Interactive Segmentation

Fig. 2a shows the IOU averages on four abdominal organs at different thresholds 7'. Table 2
shows the interactive segmentation details of the proposed method. ”+One click” denotes the
segmentation results after one correction. ”4+Max IOU” means the maximum accuracy that
can be achieved by using interactive clicks. It is believed that the first click correction is more
important than the rest clicks!, especially when the automatic prediction accuracy is not
enough. For the gallbladder and the esophagus, our method reaches a greater segmentation
improvement than Curve-GCN? prediction after one click. It demonstrates that the proposed

method has better performance on capturing small organ features.

Table 2: Interactive segmentation IOU scores (%) on abdominal multi-organ CT images.
”+O0ne click” denotes the segmentation results after one correction. ”+Max IOU” means
the maximum accuracy that can be achieved by using interactive clicks.

Method Spl. L. Kid. Gall. Esoph. Avg.
Curve-GCN? | 88.82 88.76 82.82 78.02 85.82
+One click +1.39 | +0.94 +1.33 | +1.61 +1.27
+Max IOU | 91.95 91.44 85.83 81.28 88.80
Ours 91.88 90.75 85.36 80.57 88.34
+One click +090 | +0.88 | +1.51 | +41.90 +1.18
+Max IOU | 93.87 | 92.89 | 89.22 85.69 91.26

MORE EXPERIMENTS ON ABDOMEN DATASETS
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Figure 3: Columns 1-3: Qualitative results for abdominal segmentation. Orange, green, cyan,
and blue contours are segmentations of the spleen, gallbladder, esophagus, and left kidney,
separately. Magenta contours are the corresponding ground truths. The mean scores of
DSC, 95%HD, and ASD in each slice are also labeled. Column 4: Segmentations overlaid

CT.
Tﬁ Discussion about Surface Convolution Unit

The key of the proposed Surface-GCN is the Surface Convolution Unit (SCU), because it fits
the organ surface to capture boundary information. To find the best shape of the surface
convolution kernel, six different types of SCU vertex connections are presented in Fig. 4.
Similar to the Fig. 5 in the main body of this paper, take the red vertex for example. Vertices
from left to right are in 5 different slices. Blue vertices are in the same slice of the red vertex,
and orange vertices are in the neighboring slices. Blue and orange connections denote the
intra- and inter-dependency connections, separately. Fig. 4a denotes the connection type that
is used in this paper, and Fig. 4b, Fig. 4c, Fig. 4d, Fig. 4e, and Fig. 4f are other 5 different
situations of SCU connections. In Fig. 4b, the number of inter-dependency connections is
reduced. To evaluate the importance of the vertices dropped in Fig. 4b, in Fig. 4c, the
connections of these parts of vertices are weakened by setting the corresponding weight in
the adjacent matrix as 0.1, which is represented by orange dotted lines. In Fig. 4d, we tried
to extend the range of inter-dependency connections by establishing connections with more
vertices. However, in our experiment, when the weights of these connections in the adjacent

matrix set 1, the proposed model becomes hard to converge. One possible reason is that

Last edited Date :
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Table 3: Comparisons of different types of SCU vertex connections (PROMISE12 test

dataset).
Type [ DSCT (%) | RVD (%) | HDJ (mm) | ASDJ (mm)
Fig. 4a 94.49 -1.13 3.92 1.85
Fig. 4b 94.41 -0.38 4.19 1.89
Fig. 4c 94.20 -0.36 4.11 1.92
Fig. 4d 94.13 -0.89 4.01 1.96
Fig. de (W/o inter) |  94.06 1.35 4.14 1.98
Fig. 4f (W/o intra) 94.29 -0.13 4.05 1.90

these vertices are so far from the red vertex

and could not transfer useful information by

the connections. So the weights are changed to 0.1, which is denoted by orange dotted lines

in Fig. 4d. Fig. 4e and Fig. 4f are the situations without inter-dependency connections and

intra-dependency connections, respectively. The above situations are tested in the proposed

model and the results are listed in Table 3. From the results, it can be concluded as follows.

1. SCU shows robustness on different types of vertex connections.

2. Establishing inter- and intra-dependency connections reaches an accurate segmentation

result.

3. Fig. 4d shows that connections cannot be established between two far vertices.

4. The comparison of Fig. 4a, Fig. 4b, and Fig. 4c indicates that the connections estab-

lished by 2 closed vertices are statistically significant for higher segmentation accuracy.

5. The comparison of Fig. 4e and Fig. 4f concludes that connections from the neighboring

slices are more important than from the identical slices.

1. DISCUSSION ABOUT SURFACE CONVOLUTION UNIT
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Figure 4: Six different types of SCU vertex connections. In (a)-(f), vertices from left to
right columns are in 5 transverse slices. Similar to the Fig. 5 in the main body of this
paper, take the red vertex for example. The blue vertices and the red vertex are adjacent
in the same slice. The orange vertices are adjacent in different slices. The blue and orange
connections are the intra- and inter-dependency connections, respectively. Moreover, the
orange solid line denotes the strong connection that weights 1.0 in adjacent matrix, and the
orange dotted lines denote the weak connection that only weighs 0.1 in adjacent matrix. (a)
presents the GCN connection of Surface-GCN. (b), (c), and (d) are another 3 different types
of vertex connections for comparison. (e) and (f) are the situations without inter-dependency
connections and without intra-dependency connections, respectively. The evaluation results
are listed in Table 3.

Last edited Date :
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V. Discussion about the Evaluation Procedure of In-
teractive Segmentation

The simulation procedure “select the point with the largest distance from the ground truth”
may be too strict to imitate the radiologists’ real operation when existing several suspicious
points. We hence test the performance with the following strategy: train and test the model
by randomly selecting one point from the top k points with the largest distance. This
strategy may be more appropriate to the real situation and Table 4 shows the IOU score of
one imitated click using different k values:

Table 4: Comparisons of different evaluation procedures of interactive segmentation. DSC
(%) scores are reported in the table.
Method | Spl. | L. Kid. | Gall. | Esoph.
Auto seg | 91.88 | 90.75 | 85.36 | 80.57
k=1 92.78 | 91.63 | 86.87 | 82.47
k=2 92.61 | 91.58 | 86.48 | 82.34
k=3 92.59 | 91.50 | 86.43 | 82.30

According to Table 4, we could see that larger k values slightly damage the performance
while using one click. However, with the growth of the imitated clicks, we further found that
the final segmentation reaches comparable performance with different k values. So in this
way, radiologists’ corrections on organ boundaries may achieve similar results by using our

model.
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